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This local analysis of melioration is largely
consistent with the position of Donahoe et al.
Like theirs, this approach treats strength of
responding as part of the three-term contin-
gency. On the other hand, this analysis as-
sumes two equations for learning, one for
classical and one for operant behavior. Per-
haps Equation 5 could be generalized to cov-
er classical conditioning, in which case we
would be back to a single process, but the
equation would represent a break from the
Rescorla–Wagner model.
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WHAT IS LEARNED?
REVISITING AN OLD ISSUE
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The authors of this provocative article ar-
gue that an S-R approach to behavior is an
implicit assumption of connectionist network
models of behavior. More exactly, their S-R
model is better depicted as an S-O-R model,
because a large part of variability in behavior
comes not from variation in the stimulus in-
put but from differences in activity, including
spontaneous activity, between the nodes of
the intervening network. As the authors make
clear, these assumptions make it difficult to
distinguish their S-R account from the tradi-
tional operant analysis in terms of the three-
term contingency.

Although the authors make clear that their
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type of S-R analysis does not necessarily re-
quire a causal explanation of behavior in
terms of the particular stimulus that elicits
each response, their approach does share
with other S-R approaches (e.g., Thorndike,
Hull) the assumption that the function of the
reinforcer is to provide catalysis of S-R asso-
ciations but not to enter into the associative
relation itself. Donahoe et al.’s model utilizes
the release of dopamine as the agent that in-
creases the connection weights between dif-
ferent elements of the network. This so-called
reinforcer, like the reinforcer in traditional
S-R theory, remains outside of the associative
network.

A critical issue posed for Donahoe et al. is
whether a satisfactory model of conditioning
can be constructed that omits any role for re-
sponse–reinforcer associative relations. Al-
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though Skinner himself eschewed any such
analysis, other prominent behavior analysts
have questioned whether the role of the re-
inforcer can be understood simply in terms
of catalysis of the S-R connections. For ex-
ample, Catania (1984, p. 77) writes, ‘‘The
consequences of responding are critical to
our understanding of learning not because
learning follows from them but because they
are what is learned.’’ Subsequent empirical
developments in associative learning theory
have strongly supported Catania’s perspective
that the response–reinforcer relation is an es-
sential part of what is learned in operant be-
havior. Much of this work comes from studies
of reinforcer devaluation. For example, Col-
will and Rescorla (1986) trained separate re-
sponses using different reinforcers for each
response, and then independently (with the
responses no longer available) devalued one
of the reinforcers by pairing it with poison.
The subject was then returned to the training
situation with both responses freely available
but during extinction. The results were that
only the response that led to the devalued
reinforcer in the past was decreased in
strength. The specificity of the effect seems
most easily interpretable in terms of specific
response–reinforcer associations. Donahoe et
al. are clearly aware of the importance of
these devaluation studies, in that Donahoe
and Palmer (1994, pp. 108–109) provide an
explanation of the basic effect. However,
their treatment of the issue commits them to
an interpretation in terms of two-factor the-
ory, in which the animal’s conditioned antic-
ipation of the reward produces stimuli that
assume discriminative control. Although such
an interpretation has not been totally ruled
out, variations in the procedure (see Colwill
& Rescorla, 1986) that cause the same exter-
nal stimulus to be present for both responses
(e.g., with a bidirectional lever, with different
reinforcers contingent on the different direc-
tions of the response) do seem to cause the
two-factor perspective to be strained in its ap-
plication.

Perhaps the most direct evidence that the
discriminative stimulus serves to cue the re-
sponse–reinforcer relation in effect, and thus
cannot be reduced to being a direct elicitor
of responding, comes from studies of stimu-
lus control that use blocking as a tool for
analysis (Colwill & Rescorla, 1990, Experi-

ment 3; Rescorla, 1990). In the pretraining
phase of these studies, each of two responses
led to one of two different reinforcers in the
presence of a discriminative stimulus (A),
and neither reinforcer was available during
the absence of the stimulus. In the com-
pound conditioning phase, two new stimuli
were added to form two separate stimulus
compounds, BA and CA. In the presence of
BA, the response–reinforcer relations were
the same as those used during pretraining,
whereas in the presence of CA, the opposite
response–reinforcer relations were in effect.
Then Elements B and C were tested alone to
determine if they had acquired stimulus con-
trol over responding. In both experiments,
Element B failed to acquire stimulus control,
indicating blocking, but Element C did ac-
quire control. The most plausible interpreta-
tion of this pattern of results is that stimulus
control is determined by whether the stimu-
lus provides new information about the re-
sponse–reinforcer relation. The challenge I
would pose for Donahoe et al. is to demon-
strate that their connectionist model can ac-
count for this array of results. Given that the
reinforcer itself is not represented in the net-
work, it is not obvious how such an account
would proceed.

The issue of what terms enter into associa-
tive relations is also important to the authors’
distinction between Pavlovian and instrumen-
tal conditioning. They are certainly correct
that responses necessarily are occurring in
the presence of stimuli at the time of rein-
forcement and that the major difference be-
tween the two kinds of contingencies is the
degree of constraint on the co-occurrence of
the different events. But a large amount of
evidence argues that the associative relation
in Pavlovian conditioning cannot be reduced
to S-R connections. For example, if a tone is
paired with food in an autoshaping proce-
dure, it elicits orientation but no pecking. If
the tone is then made contingent on the pri-
or occurrence of a keylight, pecking to the
keylight will occur. What appears to have oc-
curred is that the tone has assumed the status
of a substitute for food, and the behavior it
elicits is some combination of the uncondi-
tioned effects of the reinforcer and of the
particular stimulus that serves as the CS. A
major assumption of S-R theory is that the
behavior to a stimulus is what is learned, so
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that the interpretation of Pavlovian condi-
tioning in terms of sheer stimulus substitu-
tion omits a critical ingredient of the S-R as-
sociative relation. The evidence for a stimulus
substitution interpretation, instead of an S-R
association, is, to this reader, compelling (see
Mackintosh, 1983, for a review and analysis).

Quite apart from the issue of what is
learned, there are several other issues that
prompt Donahoe et al. to endorse a theoret-
ical position that is open to challenge. Wheth-
er these positions are intrinsic to their con-
nectionist model is unclear. The most general
is their commitment to a moment-by-moment
analysis of phenomena such as the matching
law in terms of changing stimulus states, even
when the available evidence seems to support
the molar interpretation. Because the molar–
molecular issue has been debated extensively
in the literature, it may be useful to consider
some of its implications for their connection-
ist model.

A critical issue is the nature of the choice
rule that governs response selection. S-R anal-
yses implicitly assume that the rule is maxi-
mizing, or winner-take-all, in that whichever
response has the greatest associative connec-
tion, given the stimulus set, will be evoked. In
contrast is the matching rule, which assumes
that the different responses are emitted pro-
portionally to their strength. The issue is not
yet resolved (see Williams, 1994, for a discus-
sion), but Donahoe et al. argue that the evi-
dence favors the momentary maximizing ap-
proach when the two different perspectives
are pitted against each other. I disagree with
this interpretation of the evidence. Although
it is true that momentary contingencies, de-
fined by fluctuating stimulus states, can con-
trol behavior when they are sufficiently
strong, it does not appear to be the case that
the molar phenomena that have dominated
operant research over the past 30 years are
easily reduced to the molecular effects. The
results of Williams (1991) provide an exam-
ple. In that study rats were trained on a dis-
crete-trial probability learning task in which
the local contingencies always favored win-
shift and lose-shift response patterns (i.e., al-
ternation), but were asymmetric for the two
responses, causing the molar reinforcement
rates for the two responses to differ. The re-
sults were that some modicum of control by
the local contingencies did occur with short

intertrial intervals, but these contingencies
were discriminated very poorly with longer
intertrial intervals. Most important, approxi-
mation to the matching law was much closer
with the longer ITIs, when the local contin-
gencies had little control over behavior. The
issue posed for Donahoe at al. is how to pro-
vide a moment-by-moment analysis of behav-
ior, in this case choice behavior, when the
contingencies associated with the local stim-
ulus environment apparently cannot account
for the obtained pattern of behavior.

An especially challenging example of the
inadequacy of molecular models is provided
by Neuringer (1992). Rats’ responding was
reinforced on separate VI schedules when
that behavior met a criterion for repetition
or for randomness. The result was approxi-
mate matching of the two types of behavior
to their relative reinforcement frequencies.
Given that one of the response alternatives
could not be predicted on a moment-by-mo-
ment basis, and that prior work (Page & Neu-
ringer, 1985) had made a strong case that
learning to emit random behavior could not
be the result of a memory-based strategy, the
functional equivalence of such behavior with
normal behavior with known controlling
stimuli poses a major conceptual challenge
for any type of S-R analysis.

A final issue that deserves consideration is
the status of associationism in general. Gallis-
tel (1990) has provided a strong cogent ar-
gument that learning does not consist of the
formation of associative links, but instead
consists of representations of the structure of
the environment. In other words, the animal
acquires veridical knowledge of the spatial
and temporal properties of important events,
which is mediated only indirectly by how
those events make contact with behavior via
a reinforcement contingency. For example, in
his view, the matching law is the result of the
animal having knowledge of the different dis-
tributions of interreinforcement intervals
contingent on each response alternative, and
is not the result of the number of pairings of
the response and reinforcer, or of the prob-
ability that a response will be followed by a
reinforcer. Substantial evidence (Gibbon,
Church, Fairhurst, & Kacelnik, 1988; Mark &
Gallistel, 1994; Williams, 1993) now exists in
favor of such an analysis. Obviously, it is pre-
mature to pass judgment on such an impor-
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tant overarching issue. Whether associative
models can deal with the evidence compiled
by Gallistel (1990) remains an open question,
and only direct simulations of those findings
will provide an answer. It is my hope that
Donahoe et al. will take up this challenge and
the others previously described. Connection-
ist networks will rise or fall as psychological
explanations to the extent that they can sim-
ulate the properties of real behavioral events.
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